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Customer retention and customer churn are key metrics of interest to marketers, but little attention has been
placed on linking the different reasons for which customers churn to their value to a contractual service

provider. In this paper, we put forth a hierarchical competing-risk model to jointly model when customers
choose to terminate their service and why. Some of these reasons for churn can be influenced by the firm
(e.g., service problems or price–value trade-offs), but others are uncontrollable (e.g., customer relocation and
death). Using this framework, we demonstrate that the impact of a firm’s efforts to reduce customer churn for
controllable reasons is mitigated by the prevalence of uncontrollable ones, resulting in a “damper effect” on the
return from a firm’s retention marketing efforts. We use data from a provider of land-based telecommunication
services to demonstrate how the competing-risk model can be used to derive a measure of the incremental
customer value that a firm can expect to accrue through its efforts to delay churn, taking this damper effect into
account. In addition to varying across customers based on geodemographic information, the magnitude of the
damper effect depends on a customer’s tenure to date. We discuss how our framework can be used to tailor
the firm’s retention strategy to individual customers, both in terms of which customers to target and when
retention efforts should be deployed.
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1. Introduction

Customer retention continues to be a topic of impor-
tance to marketing researchers and managers. Much
of the recent research on customer retention has
linked retention rates and churn probabilities to fore-
casts of customer lifetime value (Fader and Hardie
2010), customer equity management (Rust et al. 2004),
the balance between the allocation of resources among
retention and other marketing efforts (Reinartz and
Kumar 2003, Reinartz et al. 2005), and financial
reporting and management (Gupta et al. 2004). With
an interest in managing retention, influencing it with
marketing actions, and understanding the effect of
retention on the value of the customer base, the focus
has primarily been on when customers terminate a
relationship—that is, the approach has been to model
the time until churn, or the duration of the customer
relationship. In this sense, the reason for which cus-
tomers decide to discard service is irrelevant. All that
matters is that when a customer churns, the revenue
stream stops.

A separate stream of research has examined how
factors such as customers’ satisfaction with service
and commitment relate to customer retention (Bolton
1998, Verhoef 2003, Gustafsson et al. 2005). Keaveney
(1995) investigated how certain critical incidents
caused customers to switch from one service provider
to another. Surveying more than 500 service cus-
tomers, she identifies eight categories of critical inci-
dents for which customers switch service providers:
pricing, inconvenience, core service failures, service
encounter failures, response to service failure, com-
petition, ethical problems, and involuntary switching.
Although a number of these reasons potentially can
be influenced by the firm, such as those relating to
service failures, pricing, or competition, others such
as involuntary switching are outside of the firm’s
control. More recently, Bogomolova and Romaniuk
(2009) surveyed 765 business owners who canceled
their electronic funds transfer services and found that
57% of the cancellations were for reasons beyond the
bank’s control. Although some customers may churn
as a result of service failures or the actions of com-
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petitors, others may cancel service for reasons beyond
the control of the firm, such as the customer relocat-
ing to another city, a change in personal circumstances
unrelated to the service, or even death. We define
those reasons for which customers may churn that
cannot reasonably be influenced by the firm’s efforts
directly as “uncontrollable.” Sharp (2010) described
how uncontrollable churn can lead to misleading
brand loyalty metric, because the defection of some
customers may have nothing to do with the quality
of the product or service.
Although prior research has examined the reasons

for which customers churn, this information has yet
to be incorporated into quantitative models of cus-
tomer lifetime or residual customer valuation. This
raises a key question: Although there are multiple
reasons for which customers may end their relation-
ship with a service provider, does it matter? From
the perspective of a shareholder of the firm who is
evaluating the financial health of the organization,
the answer may be no. The firm’s aggregate churn
(or retention) rate may be sufficient for assessing the
value of the customer base in terms of discounted
expected future revenue streams (Gupta et al. 2004,
Fader and Hardie 2010). Consider, however, the role
of a manager who has the operational responsibil-
ity for maintaining those revenue streams. Managers
need to know why customers churn so that they
may pull the appropriate marketing or operational
“levers” to delay churn. For example, if customers
cancel primarily as a result of service failures, the firm
might prioritize investments that focus on improving
the quality of service (Rust et al. 1995). If customers
are switching to service providers who are seen to
offer a more appealing service for a better price, the
firm might instead engage in marketing activities that
emphasize its own perceived value proposition.
Although service quality and perceived value can

be influenced by the firm, what about those reasons
for churn that are beyond the control of the firm,
such as death, relocation, or unexpected changes in
economic circumstances? It is unlikely that the firm’s
marketing efforts could delay such events or the ensu-
ing churn. The challenge for managers is to identify
those individuals who are most prone to churn for
reasons under the firm’s influence. Doing so would
allow firms to focus their efforts on customers for
whom their actions have the greatest impact. Incor-
porating the reasons for churn into a forecasting and
analytical infrastructure can not only provide useful
insights into which customers are likely to churn, at
what times, and for what reasons, but it also enables
the firm to determine how much return it can expect
to recoup from its customer retention efforts through
an examination of the expected change in customers’
remaining lifetimes. Such information offers guidance

in terms of when to expend effort to increase reten-
tion and to which of the firm’s existing customers
(Venkatesan and Kumar 2004), thereby contributing to
the development of a dynamic strategy (Hogan et al.
2002, Rust et al. 2004, Reinartz et al. 2005).
In this research, we contribute to the customer

retention and lifetime value literature by examining
how the likelihoods of churning for different reasons
(i.e., controllable or uncontrollable) vary over time
and across customers. By decomposing the likelihood
of customer churn into the different reasons for which
it occurs, firms can adopt the appropriate strategies
to increase customer retention. These tactics will dif-
fer not only across customers but also over the course
of customers’ relationships, depending on the relative
prevalence of different reasons for churn. To quantify
this, we extend the idea of discounted expected resid-
ual lifetime (DERL; see Fader and Hardie 2010) by
deriving the incremental DERL as a measure of return
on investment in retention marketing. We show that
although a firm may take steps to reduce churn stem-
ming from reasons under its control, the presence
of uncontrollable reasons for churn creates a damper
effect on the potential impact of the firm’s actions.
Depending on the prevalence of uncontrollable churn,
the expected increase in the length of a customer’s
relationship (and hence the increase in the revenue
the firm potentially can generate) may be substan-
tially diminished. The strength of this damper effect
need not be constant but rather may change over
time as the likelihoods of churning as a result of con-
trollable and uncontrollable reasons shift with a cus-
tomer’s tenure. Because customers’ latent propensities
to churn are unobserved, we use Bayesian updating
to infer posterior estimates of incremental DERL that
depend only on observable data: the elapsed tenure
of the relationship.
Our examination of DERL and the damper effect

is consistent with the spirit of the economic research
on behavior-based price discrimination that proposes
charging customers’ different prices based on past
behavior observable to the firm (Shaffer and Zhang
2000, Taylor 2003). Although this research has focused
on pricing, Fudenberg and Villas-Boas (2007) noted
the potential for firms to leverage information on cus-
tomers’ past behaviors for other decisions, such as
targeted communications and promotions, which can
be used to reduce churn (Shaffer and Zhang 2002). In
line with this work, we take advantage of the avail-
able information from customers’ past behaviors (i.e.,
the decision to maintain service) to update our beliefs
of when customers will churn and whether this will
be due to a controllable or uncontrollable reason. If
those reasons for churn that the firm can influence
become more likely the longer a customer has main-
tained service, the firm may see larger returns from



Braun and Schweidel: Modeling Customer Lifetimes with Multiple Causes of Churn
Marketing Science 30(5), pp. 881–902, © 2011 INFORMS 883

retention marketing by taking actions later in cus-
tomer relationships.
The remainder of this paper proceeds as follows.

In §2, we describe a competing-risk model to jointly
model the duration for which a customer maintains
a contractual service and the reason for which he
cancels it, and then we demonstrate the damper
effect as a result of the presence of multiple causes
of churn. We then introduce the idea of incremen-
tal DERL as a measure of return on investment
in retention activities. This framework is appropri-
ate for any contractual customer relationship setting,
such as subscription-based services (e.g., cable tele-
vision), ongoing memberships (e.g., health-club or
food co-op memberships), or automatic direct debit
charitable donations.1 In §3, we offer an example of
the competing-risk framework in action, using data
from a provider of land-based telecommunications
services. In this example, we show how combin-
ing the ideas of competing risks, incremental DERL,
and Bayesian updating can yield novel insights for
researchers and practitioners. We conclude with a dis-
cussion of the limitations of the current work and
directions for future research in §4.

2. A Competing-Risk Model of

Customer Retention

We use a hierarchical competing-risk framework to
model both the duration of the customer relationship
with a firm and the reason for which the relation-
ship is terminated. Competing-risk models are often
used when the observed data include both the time
of an event and the cause of that event. Hoel (1972)
first modeled competing risks using latent lifetimes,
and Prentice et al. (1978) introduced the hazard rate
approach that we discuss later in this section. The
competing-risk framework can thus be considered a
joint model for data consisting of a duration outcome
(when an event occurs) and a multinomial choice out-
come (the reason that the customer says triggered the
event). We refer to these causes as “risks” because
a customer is “at risk” of churning from one of
them. Competing-risk models are common in medi-
cal fields such as medicine and epidemiology (Putter
et al. 2007), where there are multiple potential causes
of death but only one may be observed. In market-
ing, Vilcassim and Jain (1991) and Chintagunta (1998)
used a competing-risk setup to jointly model inter-
purchase time and brand switching behavior. Srini-
vasan et al. (2008) used a competing-risk model to

1 By “contractual,” we mean that the time and event of churn is
directly observed, in the same sense as Fader and Hardie (2009)
and Bolton (1998); the key distinction is that the customer must act
directly to terminate the relationship.

examine the survival of high-tech firms, and Moe and
Trusov (2011) modeled the process by which product
reviews are posted on a website by assuming that rat-
ings of different levels each arrive according to their
own process.
Extant models of contractual customer retention

assume that the time at which a customer decides
to churn is governed by a single stochastic process
and that customers vary in their underlying propen-
sities to churn at any particular time (Schweidel et al.
2008b, Fader and Hardie 2010, Borle et al. 2008).
Extending customer retention models to a competing-
risk framework, we let the time to churn from control-
lable and uncontrollable risks be governed by their
own processes, and we assume that these processes
are conditionally independent. Placing a hierarchical
structure on the basic competing-risk framework lets
us incorporate both observed and unobserved het-
erogeneity and, as in Moe and Trusov (2011), allows
for correlations across customers in the risk-specific
churn propensities (e.g., customers who are more sus-
ceptible to churning from a controllable risk may also
be more susceptible to churning from an uncontrol-
lable risk). This is consistent with incorporating an
unobserved covariate to correlate the propensities to
churn for different reasons, as discussed by Clayton
and Cuzick (1985).2

2.1. Model Specification

Our hierarchical competing-risk model has three lev-
els: the data likelihood, conditional on individual-
and risk-specific parameters; the prior specification on
those parameters; and the hyperpriors on the prior
parameters. For the data likelihood, it is instructive
to start with the special case of a single risk, which
is a standard censored timing model. The observed
outcome variable for person i (out of a population of
size N ) is the vector 6ti1di7, where ti is the duration for
which i is observed to retain service during the cali-
bration period and di indicates an uncensored obser-
vation. If i drops service during the calibration period,
then di = 1. Should i maintain service throughout the
calibration period, ti is equal to the duration for which
i is under observation (Ti), and di = 0. The survival
probability S4ti ó ài5 is the probability that i churns
sometime after time ti, conditional on a parameter
vector ài. The choice of S4ti ó ài5 leads to functions
of ài that represent our beliefs about values of inter-
est related to the individual’s lifetime. For example, if

2 Although we use correlated risk-specific parameters, another way
in which a correlation can be induced is by using a copula with a
nonparametric baseline hazard function and with observed regres-
sors, as discussed by Heckman and Honoré (1989) and Abbring and
van den Berg (2003). We favor the use of a parametric competing-
risk model with correlated parameters because the additional struc-
ture allows us to generate forecasts beyond the calibration period.
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S4ti ó ài5= eÉài ti (an exponential distribution), then 1/ài
is that person’s expected time to churn. The survival
probability is related to the cumulative distribution
function by F 4ti ó ài5= 1É S4ti ó ài5.
Throughout this paper we maintain an assump-

tion that churn occurs in continuous time, but it
is observed in discrete time. Therefore, the data
likelihood for a single-risk timing model is, for right-
censored observations, the probability of the individ-
ual surviving to the end of the observation period.
For uncensored observations, the data likelihood is
the probability of surviving to time ti É 1 but having
churned before time ti. Together, the single-risk data
likelihood is

L4ti1di ó ài1Ti5
= 6S4ti É 1 ó ài5É S4ti ó ài57diS4Ti ó ài51Édi 0 (1)

Competing-risk models generalize such models by
allowing for multiple causes of churn. The intuition
is that churn could potentially occur because of one
of several different risks, with the time of churn due
to a particular risk being governed by a risk-specific
random process. For competing-risk models, as in
the single-risk model, the observed data include a
churn/censoring time ti, as well as the noncensoring
indicator di. In addition, for uncensored observations,
we observe ji, which is an index to the one of the J
possible risks that caused the churning event. We then
define Fj4tij ó àij5 as the probability of churning from
risk j before time tij . Although we model J distinct
tijs, we observe only one of them: ti = tij for the j that
indexes the risk that was observed to have occured.
The tij for any other j is right-censored. Letting
Sj4tij ó àij5 = 1 É Fj4tij ó àij5 denote the corresponding
risk-specific survival probabilities, the aggregate sur-
vival probability S4ti ó ài5 is the probability of surviv-
ing all possible risks through time ti (ài is the concate-
nation of all J of the risk-specific àij vectors). Thus, the
data likelihood under a competing-risk framework is,
for uncensored observations, the probability of both
surviving all risks through time ti É 1 and churning
from risk ji at some time between times ti É 1 and ti.
For censored observations, the data likelihood is the
probability of surviving all risks through the censor-
ing time. The data likelihood for the competing-risk
model can be written as

L4ti1 ji1di ó ài1Ti5
= 64Sj4tiÉ1 óàij5ÉSj4ti óàij55S4tiÉ1 óài57diS4Ti óài51Édi 0 (2)

The key notational difference is that under a
competing-risk model, there are, for each person, J
risk-specific survival probabilities, Sj4ti ó àij5, each con-
trolled by its own person- and risk-specific parameter
àij . The probabilities of churning for each of the risks

are assumed to be independent, conditional on ài.
Correlation in these propensities to churn for each
risk is induced through correlations in the parameters,
which we discuss below.
The functional forms for each Sj4 · 5 are prespecified

as part of the model. The data likelihood in Equa-
tion (2) depends not only on the risk-specific survival
probabilities Sj4t5 but also the aggregate survival
probabilities S4t5. To get S4t5, we use the risk-specific
hazard rate functions Hj4t ó àij5, which capture the
probability of churning at time t conditional on not
having churned by time t É 1. In the case of control-
lable churn, the associated hazard rate function may
be related to a customer’s level of satisfaction and
prior experience (Bolton 1998), which may change
over the duration of the relationship. An increasing
hazard rate may result, for example, from an accumu-
lation of negative experiences with a service provider.
Not all customers will have the same set of experi-
ences or experience them at the same rates; therefore,
we allow for heterogeneity in the hazard rates across
customers.3
It is well known that there is a one-to-one relation-

ship between a distribution’s hazard rate function and
its distribution function (and thus, its density and sur-
vival functions):

S4t ó ·5= exp

É

tX

t0=1

H4t0 ó ·5
�
0 (3)

When there is more than one risk, the aggregate
hazard rate H4t ó ài5 at time t is simply the sum of the
risk-specific hazard rates (Prentice et al. 1978):

H4t ó ài5=
JX

j=1

Hj4t ó àij50 (4)

A generally applicable way to derive the aggregate
survival probability is to substitute Equation (4) into
Equation (3). This method is particularly useful in the
presence of time-varying covariates, such as with pro-
portional hazard regression. Alternatively, when the
hazard rate depends only on the elapsed time of the
processes, we can derive the aggregate survival prob-
ability directly from the joint probability of the risk-
specific survival functions:

S4t ó ài5= exp
 JX

j=1

log Sj4t ó àij5
�
0 (5)

The next stage of the hierarchical model is the prior
distribution g4ài5. Note that each element of ài is one

3 As we discuss in §4, data on customers’ experiences can be
incorporated into our modeling framework when such data are
available.
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parameter for one of the risk-specific survival proba-
bilities. Some customers may be more likely to churn
than other customers, and some customers may be
more prone to certain risks than to other risks. In
addition, these differences may be due to both observ-
able factors, such as demographics, and unobservable
ones. A convenient way to express this heterogene-
ity in ài is through a multivariate generalized linear
model in which „ is a matrix of coefficients that maps
an observable factor vector xi to ài, and Ë is a covari-
ance matrix:

g4ài5⇠MVN4„xi1Ë50 (6)

Correlation in risk-specific churn processes is cap-
tured through the off-diagonal elements of posterior
estimate of Ë. This correlation is across individuals,
allowing those who are more prone to one risk to also
be more (or less) prone to another risk. For example,
we might find that customers who are more likely to
move out of the service area are also the customers
who are most price sensitive.
The third level of the hierarchical model consists of

the hyperprior è on „ and Ë. Because we have little
prior knowledge about these parameters, our choices
arise primarily out of a desire for computational con-
venience. Our prior on „ is placed on vec„ (the vec
operator transforms a matrix into a vector with the
matrix columns concatenated end to end) and is mul-
tivariate normal with mean „0 (a vector of the same
length as vec„) and covariance matrix ÏÜË, where
Ï is a prespecified p⇥ p matrix. We choose the prior
on Ë to be an inverse Wishart distribution with loca-
tion parameter A and ç degrees of freedom, scaled
such that the priors on the elements of ài are uncor-
related and weakly informative. However, note that
this model does allow for posterior correlation among
the parameters of the J risk-specific models. There-
fore, we take into account the possibility that some
individuals who are more prone to one risk may be
more, or less, prone to another risk.
The posterior distribution of unknown parameters

is then given by

g4à12H1„1Ë ó x12N 1A1 ç1„01Ï5

/
NY

i=1

6L4ti1di1 ji ó ài5g4ài ó xi1„1Ë57

⇥è4„1Ë ó„01Ï1ç1A51 (7)

where L4 · 5 is defined in Equation (2).

2.2. The Damper Effect on Customer Retention

and Lifetime Value

Conditional on churning at time ti, the relative risk
of churning as a result of risk j is the ratio of the
hazard rates: Hj4t ó àij5/

PJ
j 0=1Hj 04t ó àij 05 (Beyersmann

et al. 2009). When the risk-specific hazards change
over time (i.e., in the presence of risk-specific dura-
tion dependence), the probability with which a cus-
tomer churns as a result of a particular risk will also
evolve. Such changes in the relative risks are illus-
trated in a brand-switching context by Vilcassim and
Jain (1991) and Chintagunta (1998). In the case of cus-
tomer churn, this may suggest that firms can benefit
by employing different marketing activities for dif-
ferent customers, depending on a customer’s elapsed
tenure with the firm. If a veteran customer, com-
pared with a newer customer, is more likely to churn
because of a reason the firm can influence, the firm
may find it is better served by shifting its retention
resources toward established customers.
To highlight these practical implications, we next

discuss the metrics that can be derived from our hier-
archical competing-risk model for use in managing
customer retention. In this section, we demonstrate
how changes in individual-level risk-specific propen-
sities for churn (characterized by the elements of ài)
can affect expected customer lifetime value (ECLV).
We define ECLV as the stream of future expected cash
flows, discounted back to the present, that the firm
can expect to accrue from a newly acquired customer.
Assuming a $1-per-time-period future revenue stream
from a single customer, and a known, constant, and
homogeneous discount factor Ñ, ECLV is

ECLV4ài5=
àX

t=1

S4t ó ài5Ñt0 (8)

If a firm were to “slow down” the churn rate of
its customers, this will lead to an increase in future
survival probabilities and, consequently, customer
tenure, ultimately driving an increase in ECLV.
But what would happen if we were to delay churn

that is attributable to a specific risk the customer
faces? In Appendix B, we show that the marginal
impact of a change in àij on ECLV is

°ECLV4ài5
°àij

=
àX

t=1

Ñt S4t ó ài5
Sj4t ó àij5

°Sj4t ó àij5
°àij

0 (9)

The factor on the right in the summand in Equa-
tion (9) is how much the risk-specific survival proba-
bility at time t changes per unit change in àij , holding
all of the other elements of ài constant (i.e., the
marginal effect of àij on Sj4t5). For example, if àij
were the median time to churn from risk j , then this
marginal effect factor would be positive. The mid-
dle factor is the ratio between the aggregate and
risk-specific survival probabilities. If we are consider-
ing only a single risk, then by definition, Sj4t ó àij5 =
S4t ó ài5, and this ratio is 1. Therefore, the full impact
of the marginal effect manifests itself as an improve-
ment in ECLV. When a customer faces more than one



Braun and Schweidel: Modeling Customer Lifetimes with Multiple Causes of Churn
886 Marketing Science 30(5), pp. 881–902, © 2011 INFORMS

risk, however, the ratio of S4t ó àij5 to Sj4t ó ài5 is less
than 1. This ratio acts as a damper on efforts to slow
down churn as a result of the jth risk. If risk j is an
unlikely cause of churn in the population, then the
damper ratio of S4t ó àij5 to Sj4t ó ài5 will be close to 1,
and much of the effect of delaying churn from risk j
still passes through as an increase ECLV. However, if
churn as a result of risk j is more likely to occur, this
ratio will be lower, and consequently, reducing churn
as a result of risk j will have a diminished impact on
ECLV. In the presence of duration dependence (i.e.,
nonconstant hazard rate functions) in the risk-specific
hazard functions, the probability of a customer churn-
ing from different risks could change as the duration
of the relationship with the company increases, which
can result in changes in the damper ratio.
The magnitude of the damper effect does not, by

itself, tell a manager whether or not he should invest
in retention marketing. If the cost of investment is
low, and the per-period revenue is high, then the net
present value of the investment may still be positive,
even if the incidence of the controllable churn is rare.
When faced with the decision to make a substantial
investment in reducing churn as a result of risk j ,
however, the impact of this damper effect may sug-
gest that such an investment in retention marketing is
not warranted because of the high prevalence of the
other reasons for churn.
A customer’s expected tenure is given by the infi-

nite sum of the survival function, and so the expected
lifetime can be thought of as the area underneath the
survival curve. To illustrate the damper effect, con-
sider a service for which there are only two risks, one
controllable and one uncontrollable, and let the risk-
specific survival functions exhibit positive duration
dependence. In Figure 1, we illustrate two possible

Figure 1 Maximum Expected Tenure in the Presence of Uncontrollable Churn
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survival curves. The solid line is the aggregate sur-
vival curve in the presence of both controllable and
uncontrollable risks, and the area under that curve
represents the expected lifetime of that customer. The
dashed line represents the survival curve if the firm
could completely eliminate churn as a result of the
controllable risk. In the presence of uncontrollable rea-
sons for churn, even if the firm were to eliminate
all controllable churn, the resulting survival function
becomes the risk-specific survival function associated
with uncontrollable churn. Thus, the area between the
two curves is the incremental lifetime that the firm
could accrue if it were to eliminate all controllable
churn.
An alternative way of illustrating the effect of

reducing controllable churn is to consider how the
hazard and survival functions change if the firm
were able to delay the time until customers churn.
To operationalize this, we examine the impact of
increasing the median time to churn for a single cus-
tomer by å periods. We start with a case in which
there is a 1:2 ratio between the median time to
churn from controllable and uncontrollable risks. In
Figure 2, we illustrate the impact of extending the
median time to churn for the controllable risk by 4,
8, and 12 time periods. The left panels depict the
corresponding changes in the hazard function. As we
increase the median time to churn, the prevalence
of the controllable risk falls, shifting its hazard func-
tion downward, whereas the hazard function for the
uncontrollable risk is unchanged. The shaded area
in the right panels shows the incremental change in
customers’ expected tenures resulting from increasing
the median time to churn. In the top right panel of
Figure 2, the black band is the increase in expected
tenure resulting from increasing the median time to
churn by four time periods. The middle right panel
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Figure 2 Impact of Reducing Controllable Churn on Expected Tenure
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Note. As we delay controllable churn (holding the rate of uncontrollable churn constant), the hazard rate function falls, and the expected customer lifetime
increases.

shows the increase in expected tenure resulting from
the initial increase of four time periods, as well as
the incremental increase from extending the median
time to churn by another four periods (for a total of
eight periods). In the bottom right panel, we see the
incremental increases for each of the three four-period
intervals.
Although the prevalence of controllable churn

declines as we increase the median time to churn
from the controllable risk by up to 12 periods, the
presence of uncontrollable churn dampens the incre-
mental improvements in expected tenure. In Figure 3,
we depict the incremental increases in ECLV (Equa-
tion (8)) that the firm gets by extending the median
time to churn for the controllable risk one period at
a time. The highest line shows what the incremental
increases would be in the absence of uncontrol-
lable churn. The subsequent lines illustrate the addi-
tional incremental expected lifetime in the presence
of uncontrollable churn. Each line corresponds to a
different ratio of the median time to uncontrollable
churn to the median time to controllable churn. These

ratios are indicative of the relative prevalence of the
risks before any intervention takes place, with larger
ratios indicating scenarios in which uncontrollable
churn is more likely. The presence of uncontrollable
churn places an upper bound on the benefit (in terms
of ECLV) of delaying controllable churn. The incre-
mental increases in ECLV from curbing controllable
churn are smaller when uncontrollable churn is more
prevalent, even though the prevalence of controllable
churn remains the same.
In this example, and in the empirical analysis that

follows in §3, we focus on the distinction between
controllable and uncontrollable churn. However, the
damper effect will exist even if we have more than
two risks and when we use different definitions of the
risks. Consider, for example, three of the categories
of critical incidents identified by Keaveney (1995) that
can potentially be influenced by the firm: core ser-
vice failures, service encounter failures, and response
to service failures. Whether we treat these as three
distinct risks or a single risk, the net effect of reduc-
ing service-related failures on overall churn will still
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Figure 3 Damper Effect Varying the Median Time to Churn as a Result of the Uncontrollable Risk
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risk. The ratio of 0.5:1 corresponds to the scenario illustrated in Figures 1 and 2. Larger ratios indicate an increased likelihood of churning as a result of the
uncontrollable risk, thereby dampening the incremental increases in customer lifetime associated with delaying controllable churn.

depend on the prevalence of churn as a result of
uncontrollable reasons (i.e., involuntary switching).
Let us also consider switching because of incon-
venience, another category identified by Keaveney
(1995), which could potentially be influenced by the
firm. For customers among whom churn stemming
from inconvenience occurs frequently, the impact of
reducing churn as a result of service-related failures
may be limited, because they are prone to churn for
a reason unrelated to service-related failures. Thus,
the damper effect plays a role when considering two
distinct sources of controllable churn. Each reason
for churn j has a damper factor associated with it,
S4t5/Sj4t5, that depends on the likelihoods of other
reasons for churn. It is the presence of additional
causes of churn—regardless of what these risks are—
that creates the damper effect, which limits the poten-
tial value of retention marketing.

2.3. Incremental DERL

In our formulation of the hierarchical competing-risk
model, individual-specific risk propensities ài depend
on observed covariates and population-level parame-
ters. Once we estimate „ and Ë from historical data,
we can estimate the value of a new customer by draw-
ing a new ài from its prior in Equation (6). Indeed, to
get predictive distributions of ECLV and the damper
effect for a new customer, we integrate Equations (8)
and (9) over the prior. When we do this, we assume

that all of the unobserved variation in ài is driven by
a purely random effect, and then once observed char-
acteristics in xi are taken into account, any brand new
customer is a priori identical to another.
However, data from existing customers reveal an

additional piece of information: Ti, the elapsed tenure
of the customer relationship. Consider two customers
with identical demographic profiles (i.e., they have
the same xi). One customer has been with the firm a
long time (much longer than the average customer),
and the other was acquired recently. The expected
value of ài for each of these customers is „xi. A cus-
tomer who has been around a long time, however,
probably has a lower propensity to churn than a
newer customer. The additional information that we
get by observing Ti for a customer lets us update our
beliefs about how likely that customer is to churn,
and we consider posterior distributions of ài.
Fader and Hardie (2010) defined DERL as the future

expected discounted cash flows that the firm accrues
from a customer who has a relationship with the
firm that is Ti periods old and who will pay $1 per
period in each future period that the relationship is
still active. The concept of DERL allows for a Bayesian
updating strategy to exploit any additional informa-
tion that is contained in Ti. In the presence of dura-
tion dependence, knowing Ti provides information
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on how much longer it might be until the customer
decides to churn. Conditional on ài, DERL is

DERL4Ti ó ài5=
àX

t=Ti

ÑtÉTi+1S4t ó ài1 t > Ti50 (10)

The distinction between Equations (8) and (10) is
that Equation (10) conditions on the customer hav-
ing already survived Ti periods. This means that
customers with long elapsed tenure may be more
(positive duration dependence) or less (negative dura-
tion dependence) likely to churn from a particular
risk than customers who were acquired more recently.
Whether duration dependence is positive or negative
depends on the choices for Sj and the estimates of ài.
To take into account the information we learn from
Ti about ài, we integrate Equation (10) over i’s pos-
terior distribution ài ó Ti1xi1„1Ë, as opposed to inte-
grating Equation (8) over the prior ài ó xi1„1Ë. This
gives us an expression for DERL that depends only on
population-level parameters („ and Ë) and observed
individual data (Ti, xi) but not the latent, unobserved
variables ài:

DERL4Ti5

=
Z àX

t=Ti

ÑtÉTi+1S4t óài1t>Ti5g4ài ó„1Ë1xi1t>Ti5d„dË0

(11)

Fader and Hardie (2010) derived a closed-form
expression for DERL for a single-risk case, under
different distributional assumptions and without
demographic information. They also reported a
closed-form expression for “elasticity of retention,”
which is the percentage change in DERL that the firm
can expect from a 1% increase in the retention rate.
In the competing-risk case, we can estimate Equa-
tion (11) numerically and then compute an incremental
DERL that results from a firm’s retention marketing
activities. We define incremental DERL as the differ-
ence between the DERL that we expect to accrue with
no intervention and the DERL that we would get
if we could delay churn from risk j by åj periods.
Incremental DERL, multiplied by the per-period rev-
enue, yields the additional discounted cash flow that
a firm could expect by delaying churn from risk j .
Expenditures in retention marketing that are aimed
at reducing churn associated with risk j can then be
weighed against this measure of the expected return
from the firm’s investment. We will show in §3 that
incremental DERL from delaying churn from risk j
depends on the propensities for all reasons for churn,
which are informed by a customer’s time-invariant
geodemographic cluster and his tenure to date. As we
will demonstrate, it may require a substantial invest-
ment in reducing risk-specific churn to yield a small
increase in a customer’s value because of the presence
of the damper effect.

3. Empirical Example:

A Telecommunications

Service Provider

To demonstrate the use of the competing-risk model
and to examine the damper effect and incremental
DERL in one particular context, we now introduce
an empirical example using data from a U.S.-based
telecommunications provider. The firm, which chose
to remain anonymous, offers wired, subscription-
based telecommunication services that are geograph-
ically based (service is brought into a home directly)
and has been doing so for many years. The popula-
tion of potential customers in our data set consists
of all private residences in a set of contiguous subur-
ban cities in a top 20 metropolitan area who became
customers between January 2007 and March 2008.
Our observation period for these homes continued
through June 2008. For each household, we observed
the month in which the customer was acquired and,
if the customer churned while under observation, the
month in which churn was observed. There were
no substantive changes in the firm’s or competitors’
offerings during the observation period. It should be
noted that our data, and hence our analysis, are at the
customer level rather than the service level.4
The company also provided us with geographi-

cally based demographic cluster information for each
household. Each household is described as being in
1 of 66 clusters, which we characterize with seven
factors (with levels): urbanicity (urban, suburban, or
rural), income (low, middle, or high), age (low, mid-
dle, or high), children (yes or no), homeowner (yes
or no), employment level (retired, blue-collar, pro-
fessional/management, or white-collar/service), and
education level (some high school, high school grad,
some college, college grad, or grad plus). After
removing baseline levels of these categorical vari-
ables, we were left with 15 geodemographic variables
for each household. As is commonly the case when
segmenting customers based on their geographic loca-
tion, we do not know with certainty if a particular
household matches the demographic vector assigned
to it based on its geographic location. Inferences about
the marginal effect of any geodemographic variable
should bear this in mind. As such data are commonly
available and used by service providers, we use it in
our analysis to highlight the managerial relevance of
this research.
For 77% of those customers churn during the obser-

vation period, we also observe a customer-stated “rea-
son for churn.”5 At the time of churn, customers

4 In §4, we discuss possible directions for future research if service-
level data are available.
5 We assume that customers are always telling the truth.
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reported one of eight different reasons for churn: com-
petition, price, dissatisfaction with service, dissatisfac-
tion with the product, moving from the service area,
death/divorce/family issues, nonpayment, and abuse.
The decision to switch to a competing service provider
may stem from a source of dissatisfaction with the
current provider, whether it is related to service price
or quality. As such reasons for churn can reasonably
be affected by the firm’s activities, such as targeted
promotions, we consider the decision to switch to a
competitor to be a form of controllable churn. Con-
sistent with the distinction between reactional triggers
that affect perceptions of service performance (e.g., ser-
vice failures) and situational triggers that are related to
changes in customers’ lives (e.g., personal or economic
circumstances) made by Gustafsson et al. (2005), we
consider three reasons for churn—price, dissatisfaction
with service, and dissatisfaction with the product—
as controllable and two reasons—moving from the
service area and death/divorce/family issues—as
uncontrollable. Uncontrollable churn is also analagous
to “involuntary switching” (Keaveney 1995, p. 78).
We placed the nonpayment and abuse reasons into a
third category, called nonpay/abuse. Unlike the first
two categories of churn reasons, churn as a result
of nonpayment or abuse is initiated by the company
rather than the customer. As firm-initiated churn likely
arises from an underlying process that is distinct from
the processes underlying customer-initiated churn, we
consider it as a third type of risk.
Some summary statistics of the data are provided in

Table 1. There are 48,693 households in the population
from which we randomly assigned 43,867 house-
holds to a calibration sample (from which we esti-
mate population-level model parameters) and 4,826
to a cross-sectional holdout sample (that we use to
assess the appropriateness of the model and param-
eter estimates through posterior predictive checks).
Survivors are those customers who remained active
through June 2008.
We considered a more granular categorization

scheme, such as separating the different descrip-
tive reasons for controllable churn into separate cat-
egories. Indeed, the competing-risk framework can

Table 1 Number of Households in Calibration and Holdout Samples,
with Status at the End of the 15-Month Observation Period

Calibration Holdout

Total 431867 41826
Survivors 321194 31542
Stated reason for churn

Controllable 11022 132
Uncontrollable 21239 259
Nonpay/abuse 51681 612
Missing 21731 281

support any number of risk categories. However, a
customer’s decision to switch to a competitor and
his dissatisfaction with the price or service are not
necessarily mutually exclusive. Negative experiences
with the service provider may accumulate over time,
resulting in lower satisfaction or calculative com-
mitment, both of which have been shown to be
related to churn (Bolton 1998, Gustafsson et al. 2005).
Because churn events are rare and the size of the
data set is modest, having too many risk categories
could also result in overparameterizing the model.
As Table 1 shows, controllable churn is the rarest
of the three risks we observe, so subdividing that
risk even further would not necessarily generate pos-
terior distributions that are any more informative
about the distinct components of that risk. In prac-
tice, if managers observe many distinct reasons for
churn and wish to pool some of them together, the
appropriate classification scheme is determined by
how similar the reasons are within category (i.e., can
reasons in the same category be influenced by the
same firm actions?), how distinct they are across cat-
egories (i.e., do different firm actions influence differ-
ent risk categories?), and how prevalent they are in
the data set. Independent of the specific classification
scheme used, the implications of the damper effect in
the presence of multiple reasons for churn will hold.
As such, for this particular data set, we use three risk
categories to demonstrate this effect and the estima-
tion of incremental DERL.

3.1. Estimation and Validation

Following the model specification from §2, we define
the risk-specific churn processes as two-parameter
Weibull distributions with Sj4tij ó àij5 = 2É4tij /mij 5

cij and
àij = 6mij1 cij 7, where mij is customer i’s latent median
time to churn attributable to risk j , and cij is a shape
parameter that affects duration dependence (positive
when cij > 1, negative when cij < 1, 0 when cij = 1,
and always monotonic) and tail weight. The median
parameterization allows for a more intuitive interpre-
tation of coefficients when mij is regressed on covari-
ates (it is, in essence, a quantile regression), and it is
more computationally efficient than using the mean
(which depends inconveniently on gamma functions,
making it hard to reparameterize the distribution).
The Weibull reduces to the exponential distribution
when cij = 1. Although the exponential distribution
and its discrete-time analog, the geometric distribu-
tion, have been used in previous analyses of cus-
tomer churn, its “memoryless” property induces a
constant hazard rate and, consequently, constant rel-
ative propensities to churn for each risk throughout
the course of a customer relationship. As we will
see, the probability of churning for a particular risk
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changes with a customer’s tenure, making the memo-
ryless assumption unreasonable. Also, note that mij is
not the same as the median duration of customer i0s
relationship with the firm. It is the median time to
churn from a single risk if that risk were the only pos-
sible reason for churn. Customers with high mij are
less likely to churn from risk j early in the relationship,
but some customers might be more likely to churn
early when an mij 0 is lower for a different risk j 0.
The estimated marginal posterior distributions of

the model parameters are the empirical distribu-
tions of samples from the joint posterior distribu-
tion in Equation (7). The data likelihood term L4 · 5
is defined in Equation (2), using the Weibull defini-
tions of Sj4 · 5 from the last paragraph. The prior on
log4ài) is defined in Equation (6). Therefore, the coef-
ficient matrix „ is interpreted as the marginal effect of
demographic profile xi on the prior means of log4mij5
and log4cij5 for all individuals and all risks, and Ë is
the covariance of the log4mij5 and log4cij5 across cus-
tomers. The hyperpriors are as described in §2. We
collect the samples using the Markov chain Monte
Carlo (MCMC) algorithm, whose steps are enumer-
ated in Appendix A.
We ran multiple versions of the model by varying

the number of risks (1 or 3) and whether or not we
included geodemographic information. Parameters
were estimated using data from the 43,867 households
in the calibration set but were censored after March
2008, allowing for an additional three-month longi-
tudinal forecast period. We explored the inclusion
of time-varying macroeconomic covariates but found
that increasing the dimensionality of the parameter
space in this way substantially increased the compu-
tational demand of the analysis without improving
model fit or predictive performance. In addition, in
our illustrative exercise we will be projecting deep
into the future, maintaining parameter estimates that
were generated from data collected during a short
observation window, for a firm with moderately low
monthly churn probabilities. Hence, the specific inter-
pretations or forecasts that depend on model param-
eters will depend on our distributional assumptions.
If a longer observation period were available, allow-
ing us to lengthen our calibration period and have
fewer censored observations, we might get different
estimates for the posterior distributions of the param-
eters. We note, though, that such changes would not
alter the fundamental concepts of the damper effect in
the presence of multiple reasons for which customers
churn and the use of incremental DERL as a measure
of the return on marketing investment.

3.1.1. Missing Data. One important question is
how to handle the 23% of customers who do not
report a reason for churn. The answer depends on

the assumptions that we make about the random-
ness of the missing data patterns. Rubin (1976) defines
two fundamental properties of missing data: observed
at random (OAR) and missing at random (MAR).
Put simply, OAR requires that the values of either
observed data (e.g., measurements or covariates) or
missing data do not affect the conditional probability
that particular data elements are missing. However,
MAR allows for the pattern of missingness to depend
on observed data but not on the values of the missing
data themselves. If both MAR and OAR hold, data are
considered missing completely at random (MCAR),
and when MAR does not hold at all, missing data are
not missing at random (NMAR).
These definitions are useful because if the miss-

ing data are either MCAR or MAR, then the miss-
ing data process is “ignorable” (see §21.1 of Gelman
et al. 2003), and we do not need to model the selec-
tion process explicitly. Ignorability occurs when the
parameters that determine the likelihood of the miss-
ing data pattern are independent of the parameters on
the likelihood of the values of the data, whether miss-
ing or not. The independence of parameters means
that the likelihood of the missing data pattern can be
factored out from the rest of the posterior distribu-
tion; the missing data pattern does not influence the
posterior distributions of any of the other parameters.
However, ignorability does not mean that we can sim-
ply drop all of the observations for which some data
are missing. Dropping incomplete records is permit-
ted only under MCAR, because only under MCAR
are all observations equally likely to be dropped. If
we were to drop incomplete cases under MAR, the
observed data set might not be representative of the
population of customers, because groups with some
patterns of observed data could be more likely to be
included than others. The typical remedy is through
multiple imputation (Little and Rubin 2002, Chap-
ter 10). The idea is to “rebalance” the data set by
including all of the records and treating the missing
data as unknown parameters. We then marginalize
out the missing data by repeatedly simulating from
the conditional posterior distributions of the missing
data, given the observed data and the other model
parameters. This process is easily incorporated into
MCMC algorithms, as we show in Appendix A.
In our data set, we cannot hold the MCAR assump-

tion to be tenable because it is possible that customers
of certain elapsed tenures or geodemographic profiles
could be more likely to have their reasons for churn
recorded than others. Because OAR, and thus MCAR,
do not apply, simply dropping incomplete records
would be inappropriate. Under the MAR assump-
tion, the missing data likelihood can depend on the
observed data, but because it is still ignorable, we can
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adjust for missing data through the multiple impu-
tation step in Appendix A. We readily admit that it
is possible that the missing data are not ignorable
(which would be the case under NMAR). This would
be the case if the reason for churn could influence the
likelihood of observing that reason, even after con-
trolling for the observed data. However, we have no
prior information to suggest that this is true, and if it
were, we lack the additional information that would
be necessary to build an explicit model of the missing
data process. We therefore retain the MAR assump-
tion as one that is highly probable and estimate the
model parameters accordingly.

3.1.2. Model Performance. Our model validation
exercises focus on two managerially relevant quan-
tities: retention rates and risk proportions. The
retention rate at time t is S4t5/S4t É 15, which is the
proportion of those customers who survived through
time t É 1 who are retained in time t. The risk pro-
portion is the percentage of those customers who
churned in time t that churned for each of the J risks.
To assess the appropriateness of our model, we com-
pare the observed churn patterns against the posterior
predictive distributions of those patterns (Rubin 1984,
Gelman et al. 1996). First, we look at how well the
models capture overall retention behavior, regardless
of the reason for which customers churn, using the
mean absolute percentage error (MAPE) of our pos-
terior predictions of the probabilities with which cus-
tomers retain service each month against the actual
retention rates. We do this for the calibration and
holdout samples, for the 15-month calibration and
3-month forecast periods, and for both the single-risk
and competing-risk models. The single-risk models
ignore the cause of churn and are equivalent to the
stochastic duration-based customer retention models
that have appeared in the literature, providing a rea-
sonable benchmark for model comparison on this
dimension.
For the aggregate retention patterns, during the

15-month calibration period, we find little variation in
posterior predictive performance across the alterna-
tive model specifications. MAPEs are approximately
0.1% in the monthly retention probabilities of the cal-
ibration and cross-sectional holdout samples during
the 15-month calibration period and approximately
1.1% during the 3-month forecast period. Although
the close fit between the single-risk and our pro-
posed competing risk framework may seem discour-
aging at first glance, this is, in fact, not surprising.
Variation in the reasons for which customers churn
is just one of many characteristics that make cus-
tomers in a heterogeneous population different from
one another. As such, a duration model that incor-
porates unobserved heterogeneity across customers

should predict aggregate churn rather well. Simi-
larly, it is not surprising that the models without
geodemographic variables offer comparable perfor-
mance to those that incorporate such variables. Plots
of the posterior predictive retention curves, with 95%
highest posterior density (HPD) intervals, are pre-
sented in the electronic companion, available as part
of the online version that can be found at http://
mktsci.pubs.informs.org/.
To assess the performance of the competing-risk

model in capturing the distribution of reasons for
churn each month, we compare it to a benchmark
that assumes the distribution is given by the mean of
the empirical distribution that is observed through-
out the calibration period. Under this benchmark,
the distribution of the reasons for churn is assumed
to remain unchanged from one month to the next.
The competing-risk model allows for duration depen-
dence in the cause-specific hazard rates, consequently
allowing for the proportion of customers churning as
a result of each cause to vary as the tenure of the
customer relationship progresses. The mean absolute
difference between the observed and expected pro-
portions churning as a result of each risk, averaged
across risks and months, is 10.4% under the bench-
mark for both the calibration and holdout samples,
compared with 2.8% and 2.9% for the calibration and
cross-sectional holdout samples, respectively, for the
posterior predictive mean of that distribution from the
competing-risk model.
Figure 4 shows the observed proportions and the

95% HPD contours for the posterior predictive dis-
tributions for the proportion of customers who, con-
ditional on churning after a given tenure, churn for
each of the three possible risks. Any point within the
triangle represents a trivariate vector of probabilities.
The numerals within the triangle indicate the num-
ber of months that have elapsed since acquisition,
and their locations represent the observed vector of the
proportions of customers of a particular tenure who
churn as a result of a particular risk. The contour lines
around each number indicate the 95% HPD region
(based on a smoothed kernel density of posterior pre-
dictive draws) of the posterior predictive density for
the probability vector. In most cases, the locations
of the numerals (the observed churn proportions)
are reasonably well enclosed by the HPD regions,
as can be seen most clearly in the “older” cohorts
(11–15), providing some confidence that the model
is well calibrated for predicting how the reason-for-
churn proportions evolve over time. We see that cus-
tomers who churn early in their tenure are most likely
to churn from the nonpay/abuse risk, but that as
time elapses, the churn from nonpay/abuse becomes
less likely, and churn from uncontrollable reasons
becomes more so. Eventually, we see more customers
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Figure 4 Observed and Posterior HPD Contours for the Relative
Proportions of Reasons for Churn for Customers Who Have
Survived a Certain Number of Months
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churn from the controllable risk, but this risk is not as
prevalent early in the relationship. This pattern mir-
rors the observed churn of individual cohorts shown
in the electronic companion. The churn as a result
of nonpay/abuse peaks earlier into a cohort’s tenure,
and churn from controllable and uncontrollable risks
increases later in the relationship. This result is consis-
tent with a “sorting effect” (Fader and Hardie 2010);
as the nonpay/abuse-prone customers churn early on,
their relative proportion in the population falls, and
customers who are likely to churn for other reasons
remain. This sorting effect, which had previously not
been applied to examine why customers churn, plays
a pivotal role in our derivation of incremental DERL,
because the firm’s efforts to retain customers may
deliver a “bigger bang for the buck” when it is more
likely that a customer will churn as a result of a con-
trollable reason compared with other reasons. Note
that given the smaller number of customers who are
at risk deep into a relationship (i.e., only those in the
early 2007 cohorts), both the data and predictions are
noisier than those who churned earlier (there are just
more of those people in the data set to consider).

3.2. Interpretation of Parameter Estimates

Next, we consider posterior distributions of the base-
line median lifetimes for both the single-risk and

multiple-risk cases and how these median lifetimes
vary across geodemographic groups.6 Table 2 sum-
marizes the posterior means and 95% HPD intervals
of the percentage differences in median lifetimes that
are attributable to demographic factors. The first two
lines are the median times to churn from each of the
three risks (the “Controllable,” “Uncontrollable,” and
“Nonpay/abuse” columns) from the competing-risk
model and the aggregate median lifetimes (the “All”
column). The reported median lifetimes under the
model with demographics are for customers in a base-
line demographic group (urban, low-income home-
owners with no children, some high school education,
and a blue-collar/service job). Note that the median
risk-specific lifetimes, and the aggregate lifetimes, are
lower for this baseline group than for the popula-
tion at large, suggesting that these customers are more
likely to churn sooner. We also report the percent dif-
ference in risk-specific lifetimes for different levels of
each of the demographic factors. For example, the
posterior mean of the median time to churn from the
controllable risk is 16.7% longer for high-income cus-
tomers than for low-income customers.
Table 2 reveals a critical point: the one risk of

the three that is thought to be controllable by the
firm is the risk that stimulates churn least often.
Also, there are substantial differences across geode-
mographic characteristics for each of the different
reasons for churn that we consider. One interesting
pattern is that the signs of the percentage differences
tend to be the same from risk to risk, suggesting that
the “ordering” of which risks are most prevalent in
each cluster remains the same from cluster to cluster.
It is interesting to note that we generally observe the
largest differences in churn propensities as a result
of nonpay/abuse, which also happens to the most
prevalent cause of churn for all groups.
We can see these variations more clearly in Fig-

ure 5. Each panel represents the posterior means of
the hazard rate functions for 24 months, broken down
by geodemographic characteristic factor (rows) and
level of those factors (columns). Each curve in the
panel is either the risk-specific hazard rate (the bro-
ken lines) or the aggregate hazard rate function (solid
line). The panels on the right are the hazard rate func-
tions for the entire population, which is replicated
across rows to facilitate comparison. This geodemo-
graphic breakdown illustrates the canceling-out effect
that can occur when modeling unobserved hetero-
geneity. Not only does the aggregate hazard rate func-
tion vary across groups but the differences among
risk-specific hazards varies as well. In particular, note
that the hazard for nonpay/abuse is relatively high

6 Summary tables of the estimated posterior distributions of „ and
Ë are available in the electronic companion.
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Table 2 Baseline and Percentage Differences in Median Lifetimes, for Each Risk and All Risks in Aggregate, for Groups with Different Demographic
Characteristics

Controllable Uncontrollable Nonpay/abuse All

HPD HPD HPD HPD HPD HPD HPD HPD
lower Mean upper lower Mean upper lower Mean upper lower Mean upper

Models with no demographics
Median lifetime 10309 11900 14000 5703 6101 6502 4501 4704 4907 3501 3606 3800

Models with demographics
Baseline median lifetime (months) 9203 10601 12104 5207 5605 6003 4001 4200 4309 3105 3208 3400

Percentage differences between groups
Loc—Town/rural: Urban 006 008 009 008 009 100 101 101 102 009 100 101
Loc—Suburban: Urban É605 É307 É101 É008 100 305 É501 É302 É104 É306 É201 É004
Income—Middle: Low É1206 É1007 É901 É1406 É1304 É1203 É1608 É1508 É1409 É1408 É1401 É1301
Income—High: Low 1306 1607 1902 1802 2001 2200 2308 2505 2705 2004 2201 2306
Age—Middle: Low 907 1202 1503 802 1001 1201 1409 1605 1806 1200 1307 1503
Age—High: Low É406 É302 É200 É202 É103 É002 É405 É307 É208 É307 É209 É201
Kids—Yes: No É002 207 506 É406 É204 É005 É004 106 305 É101 006 202
Home—Rent: Own É1202 É903 É606 É1605 É1405 É1209 É1604 É1409 É1302 É1500 É1307 É1201
Job—White collar: Blue collar 005 006 007 004 005 006 007 008 009 006 007 007
Job—Prof/Mgmt: Blue collar 807 1103 1309 1402 1600 1708 1606 1802 1908 1409 1602 1706
Job—Retired: Blue collar É304 É205 É105 É107 É100 É003 É305 É209 É202 É209 É202 É107
Educ—HS grad: Some HS É602 É502 É403 É705 É609 É602 É805 É709 É704 É705 É701 É605
Educ—Some coll: Some HS É904 É800 É607 É805 É705 É605 É1106 É1008 É1000 É1000 É903 É805
Educ—Coll grad: Some HS 705 904 1107 604 708 904 1105 1207 1403 903 1006 1107
Educ—Grad plus: Some HS 500 606 804 807 908 1100 907 1007 1108 807 906 1005

Notes. For example, the posterior mean of the median time to churn because of the value reason is 16.7% longer for high-income customers than for low-
income customers. Lower and upper bounds represent the 95% HPD intervals. The baseline lifetime in the first row represents customers who are urban,
low-income homeowners with no kids, blue-collar employment, and some high school education.

at the start of a customer’s relationship but declines
sharply as time passes. These differences, both across
geodemographic clusters and over time, will play a
large part in our analysis in the next section, in which
we show how altering churn propensities for differ-
ent risks, for different geodemographic clusters, and
at different points in the relationship can have varying
effects in the long-term value of the customer base.

3.3. Posterior Incremental DERL

We now revisit the concept of the damper effect and
its implications for incremental DERL, initially intro-
duced in §2.2, based on the model results from our
empirical analysis. Figure 6 plots how DERL (dis-
counted back to today) for a hypothetical customer
in each of five geodemographic groups would change
for different durations of service T . Descriptions of
these clusters are in Table 3. Customers who have a
longer tenure with the firm are less likely to have
high churn rates, as reflected in the posterior esti-
mates of ài, leading to an increasing pattern in DERL
as T increases.
One remaining question, of high salience for man-

agers, is what the impact of firm activity will be
on DERL. Equation (9) shows that the impact of a
firm’s actions on ECLV for a new customer depends
on the relative prevalence of these risks, and this
same insight applies to DERL as well. What makes

answering this question for DERL more complicated
is that we now need to appreciate that the passage
of time provides some information about the a cus-
tomer’s latent propensity to churn from each one
of the possible risks. To untangle these factors, we
consider the following hypothetical situation. Sup-
pose that for customers in a particular geodemo-
graphic group a manager can choose to pull any of
J levers and can decide how far to pull that lever.
Pulling a lever is analogous to investing in efforts that
are intended to retain customers longer (e.g., service
improvements or bill collection). Depending on how
far the manager pulls lever J , he delays the median
time to churn stemming from risk j by åj additional
years. In other words, recall that the time for a cus-
tomer to churn from risk j is a random variable, with
some risk-specific distribution. We allow the manager
to change that distribution in such a way that the
median remaining time to churn is extended by åj .
The mechanism behind this adjustment is described
in Appendix C. By changing the remaining median
lifetime by åj , he changes DERL from the baseline
level in Equation (10) to something higher. This differ-
ence in DERLs depends on ài, which is unobserved.
Integrating the difference between the baseline DERL
and the “åj -enhanced” DERL over the posterior dis-
tribution of ài given T yields the expected increase in
a customer’s discounted remaining lifetime and can
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Figure 5 Posterior Mean Hazard Rate Functions, by Demographic Group, for Each of the Competing Risks and All Risks Combined
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right correspond to the entire population and are replicated across rows to facilitate comparisons.

be used by a manager as an upper bound on expen-
ditures to pull lever j . With ài integrated out, DERL
depends on T , which is observable to a manager,
and åj , which is related to his “pulling the levers.”
This expected difference between the baseline DERL
and the åj -enhanced DERL is the expected incremen-
tal DERL.
Figure 7 illustrates the relationships among T , åj ,

and expected incremental DERL for customers in
the same five geodemographic clusters that were

described in Table 3 and used for Figure 6. Each row
of panels corresponds to geodemographic cluster, and
each column of panels represents one of the three
risks in our empirical analysis. The x axis is åj , and
the y axis is T . These plots show how much addi-
tional DERL the firm can expect to get by adding
åj to risk j’s lifetime for a customer who is T years
since acquisition. We see immediately that this incre-
mental benefit depends on which risk the firm is
trying to manipulate. No matter how long the cus-
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Figure 6 Posterior Expected Values for DERL for Five
Geodemographic Clusters
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Notes. Churn propensities for customers with long tenure with the company
are more likely to be lower than more recent customers, and so we expect
their lifetimes to be longer. The descriptions of the clusters are in Table 3.

tomer has been with the firm, delaying churn that is
due to controllable reasons has relatively little effect
on DERL. Keeping Equation (9) and Figure 5 in mind,
this should not come as a surprise, because the con-
trollable risk is the least prevalent risk, and so the
damper ratio from Equation (9) is closer to 0. This is
a critical realization for a firm for which the control-
lable risk is the only one on which many marketing
efforts may have any effect. Depending on the how
much it costs to the extend the latent lifetime from the
controllable risk, and how much each unit of DERL is
worth to the firm, the firm could find itself accruing
very little return for its retention efforts.
Looking at the controllable and nonpay/abuse

risks, we observe some “backward-bending” patterns
in the surfaces in Figure 7. This is a consequence of
two forces. First, a customer who has remained with
the firm for a long time will have a lower posterior
expected churn propensity than newer customers, as
they would not have survived T years otherwise. As
such, those customers who have already survived for
a long duration T have long expected remaining life-
times, as illustrated in Figure 6. These findings are
consistent with a sorting effect in the presence of pos-
itive duration dependence (Fader et al. 2010), as those
customers who are most prone to churn do so early.
This leads to an initial decline in customer retention,

Table 3 Characteristics of Five Selected Demographic Groups

Cluster Urbanicity Income Age Kids Own/Rent Employment Education

A Urban High Middle Yes Rent White collar College grad
B Town/rural High Middle Yes Own Prof/Mgmt College grad
C Suburb Middle High No Own Retired Some college
D Suburb High Middle No Own Prof/Mgmt Grad plus
E Urban Middle Low Yes Rent White collar Some college

as can be seen in the posterior retention curves in the
electronic companion, leaving only those individuals
who are less prone to churn.
Second, the impact of adding additional months

to the remaining median lifetime depends on the
extent of discounting. Consider two customers with
the same expected latent lifetimes, dictated by àij , but
who differ in their tenure with the service provider.
The customer with a longer tenure is closer to the end
of his latent lifetime. As such, these additional months
are not discounted as heavily for him compared to the
younger customer for whom the effect of discounting
is greater. After taking the discounting into account,
adding additional months that are far into the future
may do little to influence DERL.
The net of these two effects varies across the geode-

mographic clusters and risks. First, consider the
impact of delaying controllable churn. We see that
the incremental DERL “surface” is low and flat across
the population. As such, no matter how much extra
åj the firm adds to a customer, it recovers only frac-
tions of additional DERL units. If the firm were to
decide to invest in delaying controllable churn, it may
be best to do so for customers in clusters B and C. We
see the closest incremental DERL contours in these
clusters, suggesting that they are the most respon-
sive. Within these clusters, it may be best to invest in
“older” customers.
In our empirical application, the controllable risk is

the least prevalent risk and hence the one for which
changes to the median remaining lifetime will have lit-
tle effect on DERL. However, this may be idiosyncratic
to our data provider. For other firms, the controllable
risk might be the most prevalent one, or it may be in
the middle. Suppose, for example, that the firm could
take actions to reduce the extent of churn as a result
of nonpay/abuse, such as by increasing its bill collec-
tion efforts. As we see from Figure 7, doing so could
be quite fruitful. Compared with controllable risk, the
impact of increasing åj climbs more steeply, particu-
larly for customers with a longer elapsed tenure. As
seen in Figure 5, the tendency to churn as a result
of nonpay/abuse is high early in customers’ relation-
ships. When a customer survives for a long time, it
becomesmore andmore likely that themedian lifetime
of this customer, for that risk, is in the right tail of the
distribution, leading the contour lines to start turning
back on themselves. These customers might be farther
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Figure 7 Contour Lines Representing the Incremental DERL That a Firm Can Expect by Delaying Churn That Is a Result of a Specific Risk

Incremental median lifetime per risk (years)

C
us

to
m

er
 te

nu
re

 (
ye

ar
s)

1

3

5

0.5

1.0

Controllable

C
lu

st
er

 A

0.5
1.0

1.5
2.0

2.5

3.0

3.5

4.0

4.5

Noncontrollable

C
lu

st
er

A

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

3.
5

4.
0

4.
5

5.0

5.5

6.0

Nonpay/abuse

C
lu

st
er

A

1

3

5

0.
5

1.0

1.5

Controllable

C
lu

st
er

 B

0.5
1.0

1.5
2.0

2.5

3.0

3.5

Noncontrollable

C
lu

st
er

B

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

3.
5

4.
0

4.
5

5.
0 5.5

6.0

Non P ay/Abuse

C
lu

st
er

B

1

3

5

0.
5

1.0

Controllable

C
lu

st
er

 C

0.5
1.0

1.5
2.0

2.5

3.0

3.5

4.0

Noncontrollable

C
lu

st
er

C

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

3.
5

4.
0

4.5

5.0

5.5

Non P ay/Abuse

C
lu

st
er

C

1

3

5

0.5

1.0

Controllable

C
lu

st
er

 D

0.5
1.0

1.5

2.0

2.5

3.0Noncontrollable

C
lu

st
er

D

0.5

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

3.
5

4.
0

4.
5

5.
0

5.
5

6.
0

6.
5

7.
0

7.
5

8.0
8.5

9.0

9.5

10.0

10.5

Non P ay/Abuse
C

lu
st

er
D

1

3

5

0.5

Controllable

C
lu

st
er

 E

0.5
1.0

1.5
2.0

2.5

3.0

3.5

4.0
Noncontrollable

C
lu

st
er

E

4 8 12 4 8 12 4 8 12

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

3.
5

4.
0

4.
5

5.
0

5.
5

6.
0

6.
5

7.0
7.5

8.0

8.5

9.0

9.5

Non P ay/Abuse

C
lu

st
er

E

Notes. The x axis represents the additional number of years added to the remaining median risk-specific lifetime for each risk. The y axis represents the
number of years of the tenure of the existing customer relationship. DERL was computed using an annual discount rate of 15%.

from the start of their relationship with the firm, but
because we infer a very long lifetime, they may still be
very far from the end. As was the case with the con-
trollable risk, we again see variation in the incremen-
tal DERL across clusters for nonpay/abuse, with cus-
tomers in clusters D and E potentially being affected
the most by an increase in åj .
Hypothetically speaking, suppose that the firm

could in some way influence uncontrollable churn.

Cluster A consists of urban renters with children,
and so one should not be surprised if these cus-
tomers are more prone to move out of the service
area. Delaying relocation from those customers will
have more of an effect on DERL than doing it for cus-
tomers in clusters B and D, which comprise home-
owners in less urban areas. Again, we see how delay-
ing churn might have different effects on the incre-
mental DERL, depending on the elapsed tenure of the
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Figure 8 The Posterior Distribution of Incremental DERL for a
Customer in Cluster A, Whose Duration of Relationship with
the Firm Is Eight Years
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customer. Customers who are farther along in their
lifetimes benefit more from longer extensions to their
“end dates.” Reducing churn from the most prevalent
risk, as shown in Equation (9), has the largest poten-
tial effect on increasing customers’ lifetimes. Figure 7
provides managers with a sense for the potential
impact that their actions may have on extending cus-
tomers’ remaining lifetimes, based on the firm’s his-
torical data.
There is, of course, some uncertainty in the esti-

mates of incremental DERL. In Figure 8, we give a
sense of the posterior variation of these estimates
through the case of a customer from cluster D with an
elapsed tenure of 45 months. As in Figure 7, the x axis
is åj , the incremental lifetime added to the median
time to churn for each of the three risks. The y axis
is the incremental DERL that the firm can expect to
accrue from adding that additional risk-specific life-
time. The solid line shows the posterior mean of incre-
mental DERL and corresponds with the “height” of
the surface in Figure 7. The dashed line represents
the 95% quantile. The intensity of the grayscale rep-
resents the amount of posterior mass, so darker areas
are more likely to occur than lighter areas. For this
customer, we see a high probability of there being
very little incremental DERL, but the tail of this pos-
terior distribution is long. Although there is a high
potential upside for a customer’s incremental DERL,
managers should be cognizant of the uncertainty in
how much return they can expect from extending the
risk-specific remaining lifetimes.

4. Discussion

Our hierarchical competing-risk model jointly cap-
tures “lifetime” for customers of a contractual service
provider and the reasons behind the cancellation.
The analysis reveals that whereas single-risk dura-
tion models are sufficient for modeling the time

until customers churn, the competing-risk frame-
work is required when managers care about hetero-
geneous patterns in causes of churn. In the presence
of multiple causes of churn, the economic return on
retention management activities depends on varia-
tion in customer characteristics and customer tenure
with the firm, as well as the specific tactics that
the firm chooses to deploy. Competing-risk models
are established, conceptually simple, and straightfor-
ward to estimate using existing methods of Bayesian
inference. This research describes a novel approach
to applying competing-risk models to an important
managerial setting and offers insights for managers
that extant retention models do not.
As we illustrate, disentangling the likelihood of

churn as a result of different reasons provides man-
agers with a clear understanding of the potential
impact that marketing actions (Rust et al. 2004) and
service improvements (Rust et al. 1995) can have on
customer churn. The effect of slowing churn as a
result of particular causes varies during the course
of a customer’s relationship with the firm because of
temporal variation in the strength of the damper effect
(Equation (9)) that arises because of the presence of
alternative reasons for churn, including uncontrol-
lable reasons. As the likelihood of churning as a result
of each risk varies with a customer’s tenure, so too
will the impact of marketing actions, suggesting that
the firm’s retention strategy be dynamic (Hogan et al.
2002). The information provided by the competing-
risk model can then be used to prioritize spending on
customers or establish upper bounds on such invest-
ments, based on the expected returns (Venkatesan
and Kumar 2004). As customers’ remaining values
change over time, this may result in the firm focusing
its efforts on different customers at different times.
To facilitate managerial decisions, measures derived
from the competing-risk model, such as the incremen-
tal DERL, can be incorporated into marketing dash-
boards (O’Sullivan and Abela 2007).
In many respects, our research serves as a caveat

that managers should not necessarily focus their
efforts on raw retention metrics. Firms relying on raw
retention metrics may erroneously conclude that their
retention marketing activities have little effect when
their actions are actually quite effective, but only for a
subset of customers who are likely to discard service
for a reason that the firm can influence. Moreover,
raw retention metrics may mask shifts in the balance
between controllable and uncontrollable churn, which
may be informative from a managerial perspective.
Much like the claim that 100% loyalty is an impor-
tant managerial objective (Reichheld and Sasser 1990,
Jones and Sasser 1995) has been challenged because it
is unobtainable (Oliver 1999), recent work has urged
managers to be more thoughtful in their customer
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retention tactics (Keiningham et al. 2005, Sharp 2010).
Our results are consistent with this view and pro-
vide a clear illustration of the obstacles that firms face
when managing customer retention.
There are a number of directions in which the

current research could be extended. Incorporating
time-varying covariates is conceptually straightfor-
ward (Seetharaman and Chintagunta 2003), though it
increases the computational burden of the analysis.
This would permit the inclusion of information on
current economic conditions, marketing activities, ser-
vice quality, or customer touchpoints with the service
provider when available. Such data would allow for
an investigation of how multiple potential triggers,
such as price hikes and service problems, may accu-
mulate and jointly contribute to a customer’s disu-
tility with a service provider, ultimately leading to
churn when customers exceed a level of tolerance.
In doing so, it would be prudent for marketers and
researchers to consider the potential for endogene-
ity and strategic thinking on the part of customers.
For example, a customer may submit a number of
complaints, anticipating that the service provider will
respond by offering a financial discount. Similarly,
detailed data on the ownership and usage of individ-
uals services may provide additional insight into the
ways in which to manage customer retention, as well
as cross-selling and up-selling (Li et al. 2005, Schwei-
del et al. 2011). We believe that incorporating such
information (when available) is an important direc-
tion for research, as it poses both methodological chal-
lenges and has considerable practical value.
It may also be worth reexamining the way in which

firms report retention to their stakeholders. Although
an aggregate measure of customer retention can pro-
vide one assessment of financial health, it is inter-
esting to consider how stakeholders may respond
to reports of the effectiveness of the firm’s market-
ing activities as contributing to customer retention
(Lehmann 2004). Should firms decide to report mea-
sures of marketing’s impact on increasing retention,
it may be in their interests to provide metrics that
recognize the damper effect that we have discussed,
allowing stakeholders to more clearly evaluate the
impact of the service provider’s investments in mar-
keting and service improvements. The same holds
true within an organization, as marketers need to
demonstrate the efficacy of their actions. In presenting
such metrics, future work may also consider how the
way in which the information is displayed influences
how it is evaluated (Raghubir and Das 2010).
Although an extreme interpretation of our results

might suggest that we advise firms to halt their
investments in activities that would delay customer
churn, this would not be an appropriate inference to

draw from our work. The return on the firm’s invest-
ment in retention depends on both the prevalence of
the different risks in play and the cost associated with
its retention efforts. For the purposes of our illustra-
tion and to keep the analysis tractable, we assumed
that the marketing levers affect only a single cause
of churn in our illustrations. However, if a partic-
ular marketing activity could delay more than one
cause of churn, the firm can benefit from multiple
amounts of incremental DERL. Firms should take this
into account when comparing the expected benefit of
retention marketing activities to the cost.
For a firm to maintain its market share, it will have

to replace the customers it loses (regardless of the rea-
son for which they churn) with new ones (Ehrenberg
et al. 1990, Sharp 2010). Whereas our focus in this
research has been on the incremental value of reten-
tion, the same activities that contribute to increased
retention may also influence the acquisition process.
Because marketing actions and service improvements
can influence the acquisition and retention processes
simultaneously, firms should evaluate these processes
jointly (Schweidel et al. 2008a). When firms have a
fixed marketing budget, the competing-risk frame-
work offers firms some guidance as to how to allo-
cate and deploy marketing resources. Because the rea-
sons for which a customer is likely to churn may
evolve as time elapsed since acquisition, an “optimal”
balance between acquisition and retention activities
may depend on current customers’ tenures to date
(Reinartz et al. 2005). Therefore, marketing efforts and
improvements to service quality, for example, may
play a larger role in the acquisition process than in the
retention process. Of course, these trade-offs depend
on the firm and the context.

5. Electronic Companion

An electronic companion to this paper is available as
part of the online version that can be found at http://
mktsci.pubs.informs.org/.
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Appendix A. MCMC Algorithm for Model

Estimation

We use Gibbs sampling to estimate marginal posterior dis-
tributions of ài (for i= 11 0 0 0 1N ), „, and Ë. To clarify some
of this exposition, we need to introduce some additional
notation. Let ‰ be the N ⇥ rJ matrix, where each row is
à0i (e.g., the parameters of the J risk-specific Weibull timing
distributions for household i), and let X be the N ⇥p matrix
where each row is x0i (the vector of covariates for person i,
including an intercept). The symbol AÜB is the Kronecker
product of A and B. The conditional posterior distributions
are as follows.
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A.1. Sampling ài ó ·
Under the assumption of conditional independence, we can
sample ài for each customer sequentially. The multivariate
normal prior for each ài is

è4ài ó„1xi1Ë5óËóÉ1/2exp
⇥
É 1

2 4àiÉ„xi5
0ËÉ14àiÉ„xi5

⇤
0 (A1)

The general form of the log conditional posterior (ignor-
ing normalizing constants) is the log of data likelihood in
Equation (2), plus the log of the prior distribution in Equa-
tion (A1).

logè4ài ó ti1 ji1„1xi1Ë5

= logè4ài ó„1xi1Ë5+

8
>><

>>:

log6Sj4ti É 1 ó àij5É Sj4ti ó àij57
+ log S4ti É 1 ó ài5 if di = 11

log S4Ti ó ài5 if di = 00

(A2)

Under the median-parameterized Weibull distributions for
the risk-specific churn models, àij =

⇥
mij1 cij

⇤
, and the risk-

specific survival function is

Sj4ti ó àij5= 2É4ti/mij 5
cij
1 (A3)

from which we get S4ti ó ài5 using Equation (5). For the cen-
sored case, replace ti with Ti.

The unnormalized log posterior distribution in Equa-
tion (A2) is not a standard form, but there are numerous
methods that one can use to simulate ài from it. For any
multiple-risk model, ài will be of sufficiently high dimen-
sion that some form of adaptive Metropolis–Hastings algo-
rithm is a reasonable way to go.

A.2. Sampling „ ó ·
The prior distribution on vec„ is multivariate normal, with
mean „0 and covariance ÏÜË.

è4vec„ ó„01Ï1Ë1x5

/óÏÜË óÉ1/2 exp
⇥
É 1

2 vec4„É„05
04ÏÉ1ÜËÉ15vec4„É„05

⇤
0

(A4)

The conditional posterior of „ also depends on the prior
on ‰, which we get by multiplying the priors of all ài:

è4‰ óX1„1Ë5

/ óËóÉN/2 exp

É 1

2

NX

i=1
4ài É„xi5

0ËÉ14ài É„xi5

�
0 (A5)

Equation (A5) depends on „, not vec„. Thus, expressing
„xi as IrJ„xi (IrJ is the rJ ⇥ rJ identity matrix), and applying
the identity vec4ABC5 = 4C 0 Ü A5vecB, we write the joint
prior distribution for ‰ as

è4‰ óX1„1Ë5/ óËóÉN/2 exp

É 1

2

NX

i=1

�
ài É 4x0i Ü Im4k+g55vec„

�0

·ËÉ1�ài É 4x0i Ü Im4k+g55vec„
��
0 (A6)

No other terms in the joint posterior distribution involve „,
so we can get the conditional posterior distribution for vec„

by multiplying Equations (A4) and (A6) together and sim-
plifying the result by “completing the square”:

è4vec„ óà1Ï1Ë1„05

/exp

É 1

2 vec4„É„05
04ÏÉ1ÜËÉ15vec4„É„05

+
NX

i=1

�
àiÉ4x0iÜIm4k+g55vec„

�0
ËÉ1�àiÉ4x0iÜIm4k+g55vec„

��

=exp

É 1

2

✓
vec„0�4ÏÉ1ÜËÉ15+

NX

i=1

4xiÜIm4k+g55Ë
É14x0

iÜIm4k+g55
�
vec„

É2vec„0�4ÏÉ1ÜËÉ15vec„0+
NX

i=1
4xiÜIm4k+g55Ë

É1ài
�
+C

◆�

=exp

É 1

2

✓
vec„0�4ÏÉ1ÜËÉ15+4

NX

i=1
xix

0
iÜËÉ15

�
vec„

É2vec„0�4ÏÉ1ÜËÉ15vec„0+
NX

i=1
4xiÜËÉ1ài5

�
+C

◆�
1 (A7)

where C is a normalization constant that does not depend
on „.

Equation (A7) is proportional to a multivariate normal
distribution, and it is of the same form that one sees in the
corresponding step of a hierarchical multivariate regression
(see §2.12 of Rossi et al. 2005). The conditional posterior
covariance is easily identified as

cov4vec„ ó ·5 =
�
4ÏÉ1 +X 0X5ÜËÉ1�É1

= 4ÏÉ1 +X 0X5É1 ÜË0 (A8)

The conditional posterior mean is also readily extracted
from Equation (A7) and after some tedious and mechanical
manipulations can be simplified as

E4vec„ ó ·5 =
�
4ÏÉ1 +X 0X5É1 ÜË

��
4ÏÉ1 ÜËÉ15vec„0

+
NX

i=1
4xi ÜËÉ1ài5

�

= vec
�
4„0Ï

É1 +‰0X54ÏÉ1 +X 0X5É1�0 (A9)

As Rossi et al. (2005) discussed, one might be tempted to
simulate vec„ directly from a multivariate normal distri-
bution, with this mean and covariance. However, repeated
implementation of the Kronecker product is computation-
ally inefficient, and the other steps in the algorithm require
„, not vec„ (we do not want to have to keep switching
back and forth between these two forms of the same data).
Fortunately, they propose a method to get to the matrix „ in
a smaller number of steps without needing to do Kronecker
multiplications. We replicate those steps here.

Let Â be the lower Cholesky root of ÏÉ1, and let L be
the lower Cholesky root of ËÉ1. Define W as a matrix that
stacks X and Â0, so W =

�
X
Â0
�
is a N + rJ ⇥ p matrix. Then,

W 0W = X 0X +ÏÉ1. Next, let RW 0W be the Cholesky root of
W 0W . We can then write the conditional posterior covari-
ance of vec„ as

cov4vec„ ó ·5 =
�
X 0X+ÏÉ1�É1 ÜË

= 4W 0W 5É1 Ü 4LL05É1
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= 4RW 0WR0
W 0W 5É1 Ü 4LL05É1

=
�
RÉ1

W 0W ÜLÉ1�0�RÉ1
W 0W ÜLÉ1�0 (A10)

Next, let Î be an rJ ⇥ p matrix of independent standard
normal draws. We can transform the random matrix Î into
a posterior draw of vec„ by multiplying Î by the Cholesky
root of vec„’s posterior covariance and then adding its pos-
terior mean. Some more mechanical manipulations get us
to a posterior draw of „:

vec„ = vec
�
4„0Ï

É1 +‰0X54ÏÉ1 +X 0X5É1�

+
�
RÉ1

W 0W ÜLÉ1�0 vecÎ

= vec
�
4„0Ï

É1 +‰0X54ÏÉ1 +X 0X5É1�

+vec
�
L0É1ÎRÉ1

W 0W
�
1

„ = 4„0Ï
É1 +‰0X54ÏÉ1 +X 0X5É1

+L0É1ÎRÉ1
W 0W 0 (A11)

This approach avoids the need to compute Kronecker prod-
ucts and vec operators at each sweep of the Gibbs sampler.
Also, ÏÉ1 + X 0X is a constant (prior plus data), so it and
RW 0W need to be computed only once.

A.3. Sampling Ë ó ·
The conjugate prior for Ë is an inverse Wishart distribution
with ç degrees of freedom and location parameter A. The
parameterization we use for the prior is

è4Ë ó ç1A5/óË óÉ4ç+m4k+g5+15/2 exp
⇥
É 1

2 tr4AËÉ15
⇤
0 (A12)

The conditional posterior distribution for Ë is found mul-
tiplying Equations (A4), (A5), and (A12). The result is an
inverse Wishart distribution with ç+ p+N degrees of free-
dom and a location parameter A+ 64„É „05Ï

É14„É „05
07

+ 4‰ É x„0504‰ É x„05. A strategy for simulating from an
inverse Wishart distribution is presented in Rossi et al.
(2005, §2.12).

A.4. Multiple Imputation of Missing Data

For customers who churn but for whom there is no recorded
reason for churn, we add an imputation step at the start
of each Gibbs sweep. We treat the index of each missing
cause of churn as an unknown parameter. By sampling from
the conditional posterior distribution of this parameter at
each Gibbs sweep, we essentially integrate over its marginal
posterior distribution. Not only does this approach let us
use the information we do have in those customer records,
but we can also ensure that our estimates of the posterior
distributions of the parameters of interest are not biased by
the removal of incomplete records.

The conditional posterior of person i’s missing cause of
churn is proportional to his data likelihood in Equation (2),
times a prior on probabilities for the “true” reasons for
churn. For simplicity, we use a multinomial prior with equal
weights on all risks. The resulting conditional posterior is
not of a standard form, but it is easily sampled from with
a Metropolis–Hastings step. We used the prior distribution
as our proposal distribution as well. Note that if the pro-
posal distribution does not place equal weight on all pos-
sible risks, the Metropolis–Hastings acceptance probability
needs to be adjusted accordingly.

Appendix B. Derivation of Equation (9)

Starting from Equation (8), the marginal effect of a single
risk-specific parameter àj on ECLV is

°ECLV
°àj

=
àX

t=1
Ñt
°S4t ó à5

°ài
0 (B1)

Decompose S4t5 into its risk-specific components, and dif-
ferentiate:

S4t ó à5= exp

log Sj4t ó àj5+

X

k 6=j

log Sk4t ó àk5
�
1

°S4t ó à5
°àj

= S4t ó à5 1
Sj4t ó àj5

°Sj4t ó àj5
°àj

0 (B2)

Then substitute Equation (B2) into Equation (B1).

Appendix C. Adding åj to the Remaining Median

Lifetime

In this section we describe how to add åj to the median
remaining risk-specific lifetime for risk j . For notational
simplicity here, we suppress the j subscript because we
would only be working with one risk-specific distribution
at a time. When the risk-specific timing distributions are
median-parameterized Weibull distributions,

S4t óm1 c5= 2É4t/m5c 1 (C1)

where m is the median of the total lifetime for risk j (the
time from when the customer is acquired to when he churns
from risk j) and c is the Weibull shape parameter. For a cus-
tomer who has already survived T periods, the probability
of surviving to period t is

S4t óm1 c1 t > T 5= 2É44tcÉT c 5/mc 50 (C2)

To find the median remaining lifetime for a customer
who survived T periods, m⇤, solve the equation S4m⇤ óm1 c1
t > T 5= 1

2 to get

m⇤ = 4mc + T c51/c0 (C3)

Now, we want to extend this lifetime by å and compute
the survival probabilities for all future periods. The sur-
vival probabilities are parameterized in terms of median
total lifetime, so we need to find the må that corresponds
to a median remaining lifetime of m⇤+å. Solving for må in
terms of m⇤,

m⇤ +å = 4mc
å + T c51/c1

må = 64m⇤ +å5c É T c51/c0 (C4)

Substituting (C3) into (C4) yields

må =
�⇥
4mc + T c51/c +å

⇤c É T c
�1/c

0 (C5)

This å-adjusted median of the total lifetime depends only
on the customer’s elapsed tenure T , the “unadjusted” total
median lifetime m, and the number of addition periods of
time added to the remaining lifetime, å.
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